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Abstract, The neocortex is thar portion of the brain that is involved in volitional motor
control, perception, cognition and a number of other complex behaviours exhibited by
mammals, including humans. Indeed, the increase in the size of the cortical sheer and cor-
tical field number is one of the hallmarks of human brain evolution. Fossil records and
comparative studies of the neocortex indicate that early mammalian neocortices were
compased of only a few parts or cortical fields, and that in some lineages such as primates,
the neocortex expanded dramatically. More significanty, the number of cortical fields
increased and the connectivity between cortical fields became more complex. While we do
not know the exact transformation berween this type of increase in cortical field number
and connectivity, and the emergence of complex behaviours like those mentdoned above,
we know that species that have large neocorticies with multiple parts generally have more
complex behaviours, both overt and covert., Although a number of inroads have been
made into understanding how neurons in the neocortex respond to a variety of stimuli,
the micro and macro circuitry of particular neocortical fields, and the molecular develop-
mental events that construct current organization, very little is known about how more
cortical felds are added in evolution. In particular, we do not know the rules of change,
nor the constraints imposed on evolving nervous systems that dictate the particular phe-
notype that will uldmately emerge. One reason why these issues are unresolved is that the
brain is a compromise between existing genetic constraints and the need to adapt. Thus,
the functions that the brain generates are absolutely imperfect, although functionally opt-
mized. This makes it very difficult to determine the rules of construction, to generate
viable computational models of brain evolution, and to predict the direction of changes
that may occur over time. Despite these obstacles, it is still possible to study the evolution
of the neocortex. One way is to study the products of the evolutionary process—extant
mammal brains—and to make inferences about the process. The second way to study brain
evolution is to examine the developmental mechanisms that give rise to complex brains.
We have hegun to test our theories regarding cortical evolution, generated from com-
parative studies, by ‘tweaking’ in a developing nervous system what we believe is naturally
being modified in evolution. Our goals are to identify the constraints imposed on the evolv-
ing neocortex, to disentangle the genetic and activity dependent mechanisms that give rise
to complex brains, and ultimately to produce a cortical phenotype that is consistent with
what would naturally occur in evolution.

"This paper was presented at the symposium by Leah Krubitzer, to whom correspondence should
be addressed.
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Throughout evolution, one of the most dramatic changes to the mammalian brain
has been an increase in the size of the neocortex and a change in the number of
cortical fields. A cortical field can be defined using a variety of criteria including
architectonic appearance, neuronal response properties, and cortical and subcort'%—
cal connections (Kaas 1982, 1983, Krubitzer 1995). While all mammals have coru-
cal fields that are uniquely interconnected to form processing networks, different
species have different numbers of cortical areas, and this variability is thought to
generate the behavioural diversity exhibited by various mamma}s. In general,
mammals with larger neocortices and a greater number of cortical fields appear to
exhibit more complex behaviours and to possess a greates number of more flexi-
ble behavioural repertoires. Although the exact transformation berween the addi-
fion of cortical fields and the observed changes in sensory, perceptual and cognitive
behaviours is not known, the addition of cortcal fields may act to enhance partic-
ular stimulus features, generate probabilities based on sensory experience, and con-
struct a species-specific interpretation of the environment based on the physical
parameters that a particular animal can detect (Krubitzer & Kahn.ZUCIIS).

The goal of our laboratory is o understand how changes in brain size and com-
plexity are generated in different lineages and, once generated, how these changc‘s
are translated into complex behaviours, such as perception and cognition. Specifi-
cally, we are interested in how functional areas are specified, how cortical fields are
added, and how connections between fields are modified in different lineages.

Unfortunately, understanding the process of brain evolution is hindered by two
major obstacles. First, changes that occur in the neocortex accumulz}te slowly over
many generations in different lineages. As a result, cordcal evolutmn- cannoF be
studied directly and is not particulasly amenable to laboratory experimentation.
Second, unlike portions of the skeleton, soft tissue, such as the brain, is not pre-
served in the fossil record; therefore information regarding changes that occur in
the brain is derived from endocasts of fossil skulls (Jerison 1973, see Kaas 2005
for review), which can only provide information about the size and shape of the
brains of our mammalian ancestors. Because of these problems associated with
studying evolution directly, one can only make inferences about the evolutionary
processes. This can be done by examining the brains of living mammals and pet-
forming a comparative analysis, and by utilizing a developmental ﬂppro:ich to
examine the mechanisms that may have been altered in evolution to account for the
neocortical modifications observed in different lineages. The latter approach is a
viable means for understanding evolution because the evolution of the neocortex
is, in essence, the evolution of developmental mechanisms that recreate brain phe-
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notypes in successive generations and that give tise to brain changes within and
across lineages over time.

What have we learned about cortical evolution
using the comparative approach?

"The comparative approach is a method that allows us to deduce general character-
istics of the nervous system, the types of brain changes that are possible, and the
constraints that direct the course of evolution (Bullock 1984, Krubitzer 2002).
Using this approach, we and others (Campos & Welker 1976, Catania 2002, Johnson
et al 1994, Kaas 2005, Krubitzer 1995, Krubitzer & Kahn 2003, Levitt & Eagleson
2000, Reep etal 1989) have examined a variety of species using the criteria described
above and have come to some firm conclusions regarding homologous cortical
arcas and general features of cortical organization that all mammals share, For
example, all mammals have a similar constellation of specifically interconnected
cortical fields (Krubitzer 1995, Krubitzer & Huffman 2000). As shown in Figure 1,
the primary auditory area, A1 (Ehret 1997), the primary somatosensory arca, S1
(Johnson 1990, Kaas 1983), and the primary visual area, V1 (Rosa & Krubitzer
1999, have been identified in all, or nearly all, mammals examined (Krubitzer 1995,
Krubitzer & Kahn 2003 for review; Fig. 1 phylogeny based on Murphy et al 2004).
These primary areas contain a complete representation of the sensory epithelium
that is coextensive with a unique architectonic appearance and pattern of connec-
tivity. While the second auditory area (A2), the second somatosensory area/parietal
ventral area (S2/PV), a rostral deep field (R), the second visual area (V2), and
primary motor area (M1) appear to be common to all mammals as well, other cor-
tical areas that have been described appear to be derived and limited to particular
lineages, such as the extrastriate visual areas in primates. Regardless of the mor-
phological and behavioural specializations of many mammals (e.g Catania 2000,
Henry et al 2005, Krubitzer 1995), the conserved constellation of fields shown in
Figure 1 is always present, even in the absence of apparent usc (Bronchti et al 2002,
Cooper et al 1993, Heil et al 1991). The ubiquity of these fields, aspects of their
corticocortical and thalamocortical connectivity, and their general geographic
arfangement across species indicate that they were present in the common ances-
tor, cannot be eliminated under most or all citcumstances, and reflect the constraints
imposed upon the evolving neocortex.

Despite the high degree of similarities between species, comparative studies also
indicate that there are large degrees of freedom for phenotypic change. For
example, the amount of cortex allotted to different sensory systems, termed sensory
domains, varies across mammals and is related to the Sensory teceptor arrays and
the senses that are most behaviourally relevant to the animal (Krubitzer & Kahn
2003), Furthermore, within a particular sensory domain, the relative size of primary
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FIG. 1. An evolutionary tree depicting the phylogenetic relationship of some of the major
mammalian ordets and the cortical organization of some of the sensory ficlds that have been
described in particular species. All of the mammals shown have a similar constellation of corti-
cal fields, including A1, S1, $2, V1 and V2, as defined by architectonic appearance, ncuronal
response properties, and cortical and subcortical connections. The ubiquity of these felds sug-
gests that they are most likely homologaus areas that arose from a common ancestor. Other areas,
such as MT, which has only been observed in the primate order, are derived and limited to par-
ticular lineages. Al, primary auditory area; S1, primary somatosensory area; S2, secondary
somatosensory area; V1, primary visual area; V2, secondary visual area; MT, mediotemporal area,
Phylogenetic relationships based on Murphy et al (2004). Rostral is left, medial is up.

cortical areas also varies, depending on the importance of the sensory system in
question. For instance, in the arboreal squirrel, a highly visual rodent, a large pro-
portion of the neocortex is devoted to the visual system, and the relative size of
V1 is large, as compared to other primary sensory areas (Fig. 2A, based on Kaas er
al 1989, Krubitzer et al 1986, Lucthke et al 1988). In the mouse, which relies more
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FIG. 2. The sensory domain allocation (left) and location and size of primary cortical fields
{right) in the neocortex of four different mammals with different sensory specfiaﬁzadons, The
squirrel (A) is 2 highly visual rodent with much of its neocortex devoted to the visual svscem
(."*\, left), and the relative size of V1, as compared to other primary sensory areas, is iaté;c (A
1‘1ght)l, The mouse (B}, which relies more on its somatosensory system, pardéularly its vibrissaez
than its visual system, has a large portion of its neocortex devoted to SOMAatosensory processing
(B, left), and the relative size of S1 is larger than V1 or Al (B, right). The duck-billed platypus
(C}. has an extremely well developed bill which it uses almost exclusively for feeding and navi-
gating, and most of its neocortex is devoted to the somatosensory system (C, left). The relative
size of 81, as compared to other primary fields, is quite large (C, right). The ghost bat (D) is an
echolocating mammal chat relies heavily on its auditory system. A large propordon of its neo-
cottex is devoted to the auditory system (D, left), and the relative size of Al is large compared
to other primary fields (I, right). Scale bar = 1 mm. Squirrel: Kaas et al (1989), Krubitzer et al
(1986), Luethle et al (1988). Mouse: Carvell & Simans (1986), Sticbler et al (1997), Wagor et al
Sgg[()g Woolsey (1967). Platypus: IKrubitzer et al (1 995)1 Ghost bat: ICrubitzer (1995), Wise et al
: 3N
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on its vibrissae than its visual system, much of the neocortex is devoted to the
somatosensory system, and in particular, to processing input from the vibrissae. The
relative size of S1 is larger in the mouse than the size of cither V1 or Al (Fig. 2B,
based on Carvell & Simons 1986, Sdebler et al 1997, Wagor et al 1980, Woolsey
1967). Similarly, the duck-billed platypus has an extremely well developed bill that
is composed of densely packed mechanosensory and electrosensory receptors. The
platypus uses its bill for most activities including navigating in water, prey capture,
predator avoidance and mating. Most of the neocortex in the platypus is devoted
to the somatosensory system, and the relative size of S1 compared to other primary
fields is quite large; in fact, approximately two-thirds of the cortex is involved in
processing input from the bill (I'ig, 2C, based on IKrubitzer et al 1995). Finally, the
ghost bat is an echolocating mammal that relies on its auditory system for most vital
behaviours. It is not surprising that a large proportion of its neocortex is devoted
to the auditory system, and that the relative size of Al is large compared to other
primary fields (Fig. 2D, based on Krubitzer 1995, Wise et al 1986). In addition to
these, other mammalian species show the same trend, namely, that the relative size
of a sensory domain and the primary cortical area within that domain are related
to the behavioural relevance of that sensory system. These and other types of modi-
fications, such as the addition of cortical fields, changes in connectivity and the
addition of modules, constitute a limited number of the systems level changes that
have occurred in evoluton. Presumably, these modifications account for the high
degree of variability in sensory processing and related behaviours observed across
mammals.

The comparative approach has yielded important insights into cortical field evo-
lution. In particular, it has allowed us to identify a homologous constellation of cor-
tical fields and their connections, and to appreciate the types of modifications that
have been made to the brain throughout evolution. Furthermore, it has revealed
that the number of modifications made to the neocortex appears to be constrained
and that some of these modifications, such as cortical domain allocation and cor-
tical field size, appear to be related to specialized morphology and use.

How is the developmental approach utilized to study cortical evolution?

A developmental approach can be used to determine how cortical domains and cot-
tical field size have changed in relation to peripheral, morphological specializations
and use. This approach can also be used to uncover the mechanisms thart give rise
to aspects of cortical field organization, as well as to understand how these mecha-
nisms have been altered in different lineages to account for phenotypic variability,
In general, studies of the developing nervous system that seek to understand how
structures and areas emerge and how these arcas become precisely interconnected
fall into two main categories.
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The first category includes studies that examine the intrinsic or genetic con-
tribution to aspects of neocortical development. This group is varied and in-
cludes descriptions of spatial and temporal aspects of the normal developmental
processes that are thought to be intrinsic to the neocortex (Donoghue & Rakic
1999, Rubenstein et al 1999), such as the assignment of the rostrocaudal axis
{Fukuchi-Shimogori & Grove 2003, Muzio & Mallamaci 2003), the formation of
thalamocortical connections (Bishop et al 2000, Inoue et al 1998) and the emer-
gence of particular architectonic features (Fukuchi-Shimogori & Grove 2001,
Hamasaki et al 2004). Most of these types of studies alter the genetic environment
of a developing animal via mutations, over-expression, or ectopic placement of a
gene or gene product. One problem with these types of studies is that they are
often confounded, since a single gene or gene product is usually involved in several
different processes at multiple stages of development. Furthermore, while genetic
muzations are an integral part of evolution, many of the mutations that are studied
in developmental experiments result in offspring that do not survive postnatally.
Since these types of mutations would result in non-viable offspring, the evolution-
ary relevance of some genetic models is unclear. However, an extremely important
strength of this approach is that it allows us to directly examine potential genetic
mechanisms that give rise to cortical attributes in development and evolution.
Another method used to examine the types of intrinsic changes that give rise to
phenotypic variability is to physically alter some aspect of the developing neocor-
tex (e.g. Huffman et al 1999, Schlaggar & O’Leary 1991) and determine whether
the resulting changes that are observed in cortical organization are consistent with
the types of changes that occur in evolution. The advantage of this approach is that
an area of interest can be manipulated directly, without the confounds associated
with global genetic changes. The goal of physical manipulations is to understand
whether specific changes that are made in the developing cortex can induce the for-
mation of cortical phenotypes that are similar to those observed in extant lincages.
This approach does not test the mechanism that may naturally cause these types of
manipulations; it only looks at the results of the manipulations. This is different
from the genetic manipulation approach described above, which examines genetic
mechanisms that cause the variation observed in extant lineages. Nonetheless, both
apptroaches are aimed at understanding the intrinsic or genetic contribution to neo-
cortical development.

The second category includes studies that examine the role of extrinsic factors
in generating aspects of neocortical organization, such as sensory-driven activity.
There are two main methods used to study the extrinsic contributions to the cot-
tical phenotype. First, physical manipulations can be made to the developing sensory
receptor array, such as enucleating an eye or removing vibrissae. As described above,
the advantage of physical manipulations is that they can be made directy to spe-
cific structures, without the confounds of changing a global developmental factor.
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Another method that can be used to examine the role of extrinsic factors in gen-
erating cortical phenotype is to change the external environment in which the
animal develops. The advantage to this approach is thatit does not cause any genetic
or physical confounds with the animal’s normal developmental process. Further-
more, this approach mimics natural processes and can provide some insights into
how alterations in the nervous system and behaviour are shaped by the environ-
ment aﬁd, ultimately, incorporated into the genome via natural selection (see
Krubitzer & Kaas 2005). Unfortunately, it is difficult, although not impossible, to
generate experiments that can fully explain developmental mechanisms by only
manipulating the environment.

Because all of the techniques that are used to examine the intrinsic and extrin-
sic conttibutions to the phenotype have limitations associated with them, it is best
to use a combination of these approaches to understand how structures and areas
emerge in the developing nervous system and how those arcas evolve. Together,
these types of studies have already uncovered a number of important develop-
mental mechanisms that may be responsible for the types of modifications that have
been made to the neocortex, such as cortical domain allocation, cortical field size
determination and connectivity.

Intrinsic mechanisms that shape cortical field development and evolution

One way that aspects of acocortcal organization, including geographic location,
patterns of connections, relative cortical field size and module formation can be
changed is by altering genes intrinsic to the neocortex. For example, transcripton
factors, such as EmxZ and Pax6, appear to play an important role in assigning the
geographic relationships between primary fields in the rostrocaudal axis and the pat-
terning of thalamocortical connections (Bishop et al 2000, Muzio & Mallamaci
2003, see O’Leary & Nakagawa 2002). In mice lacking EmzxZ, thalamic afferents
from the ventral postetior nucleus (VP), which normally innervate S1, are shifred
far caudally, into cortex that would normally develop into visual cortex (Fig. 34,
Bishop et al 2000), demonstrating that changes in gene expression can play an
important role in the patterning of thalamocortical connections. In terms of cor-
tical field size and location, mice genetically engineered to overproduce nestin-
L2 have a larger V1 than wild-type animals and other primary fields, such as 81,
shift rostrally on the cortical sheet (Fig. 3C, Hamasaki et al 2004). Finally, when the
signalling protein FGF8 (fibroblast growth factor 8), which is involved in setting up
anterior—posterior patterning via the regulation of EmxZ2 expression (Fukuchi-
Shimogori & Grove 2003) and is normally located in the rostral pole of the neo-
cortex, is electroporated into an ectopic location caudal to S1, a duplicate cortical
barrel field (defined histochemically) is observed just caudal to S1 (Fig. 3E, Fultuchi-
Shimogori & Grove 2001). This suggests that altering patterns of gene expression
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FIG. 3. Similar types of system level changes can be induced in cortical development through
intrinsic genetic mechanisms or through extrinsic changes in peripheral morphology and activity.
First, thalamocartical connections can be shifted caudally in transgenic mice by altering the
expression of the Ep2 gene (A). Alternatively, thalmocortical afferents can be shifted by chang-
ing peripheral morphology, such as bilaterally enucleating the eyes early in development (B).
Another cansistent modification made to the neocortex in different lineages has been a change
in the size of a cortical ficld. The size of a cortical field can be changed by overexpressing genes,
such as the overproduction of nestin-Ewmx2 in transgenic mice that results in a larger V1 than
wild-type animals (C). Alternatively, cortical field size can be decreased by altering peripheral mor-
phology by bilaterally enucleating the eyes eatly in development of opossums (D). Although the
direction of change is different, in the former study V1 increases and in the later it decreases,
both types of manjpulatons result in changes in the size of V1, Finally, another type of modifi-
cation that can be made to the neocortex is the addition of modules. This has been accomplished
experimentally by electroporating the signalling molecule FGFS into an ectopic location in correx,
caudal to the normal location of the barrel fields (F) or by selectively breeding mice to grow an
extra row of whiskers (F). In both experiments, additional barrels were generated.
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can restructure the formation of modules on the cortical sheet. Taken together,
these studies in developing animals indicate that several of the ubiquitous features
of cortical organization, such as thalamocortical and corticocortical connectivity,
ptimary sensory field size and location, and modular organization, can be geneti-
cally regulated. ‘

Extrinsic mechanisms that shape cortical field development and evolution

Alternatively, altering peripheral morphology and sensory driven activity early in
development can also have a dramatic affect on neocortical organization (I<ahn et
al 2004, Rakic et al 1991, Sur & Leamey 2001 for review). Alterations in peripheral
morphology can influence domain allocaton, the size of a cortical field, and the
development of thalamocortical afferents. For example, animals that were bilater-
ally enucleated early in development, prior to thalamocortical innervation, had
massive changes in cortical organization and architecture, in that there was a large
change in sensory domain allocation. All of what would be visual cortex, including
V1 was taken over by the somatosensory and auditory systems. Purthermore, the
size of V1 was greatly reduced in enucleated animals (Fig. 3D, Kahn & Krubitzer
2002, Rakic et al 1991), and alterations in thalamocortical connections were
observed (Kahn et al 2004). In experimental animals, primary visual area (V1), as
defined by clectrophysiology and myeloarchitecture and which is normally con-
nected only with the lateral geniculate nucleus (LGN), formed connections with the
LGN, the ventral posterior nucleus (VP), and the medial geniculate nucleus (MGN)
(Fig. 3B). Interestingly, in this study in Monodeiphis domestica, as well as in a previous
study by Rakic et al (1991), it was observed that bilateral enucleation early in devel-
opment leads to the emergence of a new architectonic area, called area X, that
appears between areas 17 and 18. Area X has been shown to process auditory and
somatic inputs, primarily from the head, vibrissae and snout (Kahn & Krubitzer
2002). These results suggest that early changes in peripheral morphology, such as
bilateral enucleation, can have an enormous effect at multiple levels of the nervous
system. While the fact that V1 is still present in enucleated animals indicates that
some aspects of arealization are intrinsically regulated and do not depend on spe-
cific sensory inputs, alterations in domain allocation, cortical field size, connectiv-
ity and the emergence of a new cortical area indicate that extrinsic mechanisms play
an equally important role in cortical field development and evolution,

In addition to determining the connections and relative size of primary cortical
areas, changes in peripheral morphology can also influence modular organization.
Early work by Welker & Van der Loos (1986) demonstrated that mice that were
selectively bred to have an extra row of whiskers developed an additional row of
barrels that were inserted within the barrel field of S1 (Fig. 3F, see also Catania &
Kaas 1997). Finally, alterations in the type and amount of sensory stimulation that

-
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the developing nervous system is exposed to can have a dramatic affect on the
resulting phenotype. For example, rats reared in a chronically noisy environment
had a large disruption in the development of Al, and those reared with exposure
to pure tones developed frequency maps in A1 that showed a specific expansion of
the pure tone frequency (Chang & Merzenich 2003, Zhang et al 2002, 2003). Taken
together, these studies indicate that several features of cortical organization, sensoty
domain allocation, cortical field size, thalamocortical connectivity and modular

organization can be regulated by peripheral morphology and sensory-detived
activity.

Conclusions

Since the same types of modifications (e.g. changes in cortical field size) that occur
naturally in the neocortex can he accomplished in more than one way, it is critical
to examine the roles of bodh intrinsic genetic factors and extrinsic factors that con-
tribute to different attributes of the developing nervous system, and ultimately, that
generate phenotypic diversity in different lineages. For example, we can test the
importance of inttinsic genetic factors by compating patterns of gene expression
in highly derived animals, such as an echolocating bat and a mouse. These animals
have a similar size neocortex but different, highly derived peripheral morphologies
which are specialized for processing different modalities of sensory information.
Futthermore, the neocortex of these animals is markedly different in terms of
sensory domain allocation and the relative size of primary fields (Fig. 2). Given that
all mammals possess a common plan of organization, it seems reasonable to
conclude that the presence of the ptimary cortical areas, their connections, their
modular organization and their size are, in large part, genetically determined. The
caveat to this is that the relationship between specific patterns of gene expression
and cortical field development is still unclear, Nevertheless, if genes play a signifi-
cant role in patterning the cortex, then we would expect animals with similar sized
cortices and noticeably different sensory domains, such an echolocating bat (Fig,
2D) and 2 highly somatic animal like the mouse (Fig. 2B), to have the same genes
regulating general features of cortical development, yet to have slightly different
gradients of expression or, possibly, differences in temporal expression. In other
words, the same genes most likely control cortical patterning in all mammals; the
differences between species are probably derived from slight differences in how and
when those genes are expressed. Therefore, by comparing the patterns of gene
expression in highly derived animals, we can deduce which genes are actually
involved in assigning cortical domains and understand how and when the expres-
sion patterns of those genes are altered during development in different lineages.
In conclusion, by combining the comparative approach with a developmental
approach it is possible for us to study the roles of genes and sensory-driven activ-
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ity derived from peripheral morphology on the formation of cortical fields in devel-
opment, and to make accurate inferences about how these mechanisms contribute
to neocortical evolution. Not surprisingly, changes in intrinsic patterns of gene
expression or in the sensory receptor artays in the periphery can have remuTkably
similar effects on cortical field formation, indicating that the same types of phe-
notypic modifications can be accomplished via different mechanisms. Only b.y' using
a multidisciplinary approach can we hope to untavel the mechanisms used in evo-
lution, in different lineages, and to understand how these mechanisms are altered
in nature to generate the wide range of diversity seen in mammalian species,
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DISCUSSION

Diamond: There are far more species now extinet than those currently existing.
We can assume that extinct species didn’t survive because something didn’t work as
efficiently as it needed to work, Presumably, cortical evolution is interesting because
what didn’t work in extinct species might in many cases have been something about
brain organization. Could you guess about some of the cortical organizations that
extinct species might have had, but which didn’t work? .

Krubitzer: It would be dependent on the context in which tha.t species was evoly-
ing. My guess is that it wasn’t an experiment in brain organization but it had mote
to do with a rapid change in the environment. What I hope I have demonstrated is
that phenotypic variability is in part genetically driven and in part activity depend
ent. The intracellular mechanisms that allow for plasticity are probably genetically
determined, but the phenotypes that unravel aren’t, which means they masquerade
as evolution. As long as the environment in which that individual is unravelling is
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constant, that phenotype is going to look the same. An important property of the
mammalian neocortex is that it is plastic. If there are small changes in tlile envi-
ronment, the cortex is going to be able to adapt fairly well. One tl':ing We are now
doing is looking at the behaviour of these animals, to see what an expanded visual
cortex is doing in congenitally deaf mice, In terms of the extinctions, it is not so
much that they have mucked around with changing cortical otganization, but the
environment hasg changed dramatically. Even if there is some normal distribution
of phenotypes that could be generated under some normal distribution of envi-
ronmental conditions, if the environmental luctuations become extreme and fall

showing?

Krubitzer: No. What I'm showing is there is 2 given pattern of thalamic activity,
from the ventral posterior nucleus or LGN, for example, imposed on the corticz‘d
sheet in a particular animal, Let’s say that within some lineage some change occurs
in petipheral morphology. For example, 1 develop a highly sensitive vibrissal system,
This change promotes changes in thalamic otrganization, and in turn. I dev‘elop a

turn is going to change cortical organization. For the SOMAtOsensory system, a very
small change in a small piece of tissue such as the dorsal column nucleus is goin:g
to have a large cortical signature. [ don’t think you need big rweaks in peri};herai
morphology to generate these changes in the cortex,

L(fgﬁf.ﬁfﬁ.jﬁ I'am sdill not clear about what your theory is. You are showing small
targets interspersed in the cortex, and then at some point these may aggregate in
the cortex on the basis of similarity, ' )

Krubitzer: Let me try to illustrate this, If we look at something like V2, people
have argued that it is not a single representation but is actually three representations
interdigitated, Each of the bands in V2 obey all the rules of a cortical field. In some
species the segregation may continue because it works out.

Diamond: Maybe it will help if you define what an alternative theory might be,
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Krubitzer: An alternative theory might be that there is something inherent about
V1: it is absolutely genetically specified and there is some change in spatial expres-
sion of genes or the temporal pattern of gene expression that leads to a new cor-
tical field.

Laogothetis: What you have just proposed as an alternative doesn’t contradict your
theory.

Krubitzer: My theory assumes that cortical fields are not generated simply by
mechanisms intrinsic to the cortex. Instead, connections and activity are involved
in generating new cortical fields or new patterns of organization. If you take a
strictly genetic approach, you would have to argue that some change in the spatial
and/or temporal pattern of expression of some gene, or the addition or deletion
of an allele is solely responsible for some aspect of cortical organization and the
emergence of cortical fields in development.

Logothetis: You are saying that the genetic mechanisms determine the range,

Krubitzer: Yes. I was pointing out that there are large genetic constraints which
means that you can't eliminate particular fields, such as V1, their location (in
caudomedial cortex) is for the most part invariant, and aspects of thalamocortical
and corticocortical connectivity are similar in all mammals,

Logothetis: You seem to be suggesting that at some point the cells decide they have
a greater advantage if they are closer to each other and sharc connectivity than if
they are dispersed.

Krubirzer: Exactly. At some point I would rather be mapped next to the repre-
sentation of koniocellular cells, than next to the representation of M cells that share
a similar portion of retinal space. It is a compromise that depends on what will
work for that particular animal. All of this is inference.

Derdikeman: Can we gain insights about sensorimotor function from looking at
the evolution of the sensorimotor areas and comparing them to behaviour within
species?

Krubitzer: Yes. Although some fields may be homologous, such as V1 and M1, it
doesn’t mean that they are analogous (i.e. have the same function). Most people at
this meeting have been discussing single units and looking at behaviour. They then
correlate activity with some aspect of behaviour or type of sensory stimulation.
That unit sits within a cortical field which sits within a network. In the platypus,
there is a small V1, no apparent V2, a small undifferentiared LGN, and a micro
ophthalmic eye. In monkeys, V1 is present as well as V2 and several other exrras-
triate areas to which V1 projects. The LGN is laminated and highly differentiated,
and the eye is highly developed. V1 projects to and receives feedback from several
extrastriate cortical areas; this is not the case for the platypus. Is V1 doing the same
thing in a platypus as it is in a monkey? I doubr it,

Treves: T am trying to think of something that is #of in your theory. You showed
us a lot of evidence about cortical flexibility or adaptation, and some nice evidence
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about thalamic flexibility, Can you contrast this cortico-thalamic readiness for
change with subcortical structures that are moge genetically hardwired?

Krubitzer: There aren’t a lot of dara on this. If you look across a lot of mammals,
the cortex has changed most dramatically. The thalamus has changed quite a bit as
well. Bur brainstem structures haven’t changed as much, because they are doing
things that are important for survival such as breathing and regulating heartbeat.
Those genes invalved in specification for parts of the brain that are necessary for
life function, are also necessary for non-life sustaining functions, such as aspects of
cortical arealizaton. This leads to serious functional integration, and places huge
constraints on changing particular aspects of the non-life sustaining features of
organization (L.e. cortical organizaton) that this gene encodes. Thus, the brain is a
compromise.

Brecht: In your theory there are modules that are then sorted out to areas. This
is not what we feel when we look at the rodent work. There the modules appear to
be something very different from the maps. You can have modules or barrels, or
you don’t have them, but you always have the map. More importantly you can gene-
tically malke a map. You put on FGF8 and then you have second barrel cortex: this
is a genetic mechanism that is being read by the afferent axons. Do you know of
any instance where there is evidence for modules that then get sorted out into two
maps?

Krubitzer: No, but it would be difficult to actually observe such a thing given the
large time scales of evolution. The point I was making earlier about the barrel busi-
ness and whisking versus not whisking is that the barrels are in some sense epiphe-
nomenal. They are not needed to do certain things. Jonathan Horton recently
showed in squirrel monkeys half of them had ocular dominance columns (OCDs)
and half of them didn’t, which suggests that OCDs are not necessary for particu-
lar aspects of visual processing,

Brecht: Doesn’t the whole develo

pmental work suggest maps are something very
different from modules?

Krabitzer: You can de-correlate modules with function and you can also de-
correlate architectonically defined cortical areas such as S1 or V1 with function. In
most mammals, primary cortical field function and architectuse are highly correlated.

Haggard: 1'd like to encourage you to speculate. You have been talking mainly
about primary cortical areas. Particulatly in the context of decision making, what
will these tell us about secondary cortical areas? Traditionally these have been
thought of as more abstract, and didn’t seem to have this close allegiance to the
periphery,

Krabitzer: That's a good point. I talked almost exclusively about primary areas.
Developmental neurobiologists do the same because they are really easy to identify.
My gut tells me that there is something different about primary felds versus sec-
ondary cortical areas. Primary fields may be more genetically regulated or con-
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strained than other fields. If we look at most non-primary cortical areas architec-
tonically, they aren’t particularly distinct. 1 think these fields are more suscT?pt.ibk- to
environmental influences during development than in adults. It is not 2 coincidence
that as we examine extrastriate cortex in macaque monkeys, everyone argues about
what the boundaries of cortical fields are. This may be because in the experiments
in which we are trying to figure out what particular cortical fields are doipg, and
how cottex is subdivided, by training the animal to perform some experimenter
driven task, we are actually changing the cortex. In developing animals T think this
cortex is extremely plastic. We did an experiment many years ago where we mapped
somatosensory cortex in a one day old monkey. We found that S1 was in place, but
we couldn’t find area 1 or area 2. This indicates to me that the environment (i.c.
patterns of sensory receptor array activity) play a larger role in directing the organ-
ization of these fields than it does for primary fields.

Haggard: You have described a mechanism for the module to b%'eak_ away, aggre-
gate and make a new area. Would this allow secondary areas to arise from primary
ones? Wouldn't it just give you more primary ones. The evolution of secondary
areas might need a different mechanism. ‘

Krubitzer: Part of me thinks that primary fields such as Sl and V1 are the ‘off-
tamp’ for change, in that all new fields may originate in primary ﬁeld‘s and scgre-
gate or move out of them, I agree that the mechanisms I describe fot primary cortex
may not be the same for association cortex, .

Sparks: You talked about anatomical controls to show that the inputs are the same,
but I didn’t hear you talking about anatomical experiments to show that the outputs
of areas were the same. This relates to a general concern T have about ‘rcmﬂppl_ng’
and adaptive remapping. Is it really adaptive? As the cort'ical area is i1?\’aded and ft:)?-
merly visual cells are now activated by auditory stimuli, is the scnsaf:lon evoked TQUH
vision or is it auditory? Ts the attribution of the activity changed or is only the stim-
ulus that induces the activity changed? By looking at output mappings you could
get a handle on this. o }

Krubitzer: That's a good idea. One other thing we have been doing is looking at
behaviour in a more global sense: is it adaptive? Are these animals better at per-
forming some tasks with this expanded cortex? One of the things we have E.ilSO
started to do is to map the reorganized areas more closely. For example, in the bllat~
erally enucleated animals almost all of reorganized cortex contains representations
of ti1€ vibrissae of the head and face, which overlaps with audirory inputs, To me
this suggests that there is some functional dependence bcm7e§n the vibrissae c?f the
face and the auditory system for localization that doesn’t exist in normal animals.
Your question will be difficult to answer even if we look at outputs. The b-cs_t way
we can get at this is to look at humans who have lost a sensory system. Ii'nfortt'xk
nately I don’t think their cortex gets invaded to the same extent unless their loss is

congenital,




